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ABSTRACT 

A simple method is presented for evaluating the benefit to a region 
(regional objective function) of new manufacturing firms. These firms are 
subsets of the more aggregated 4-digit SIC manufacturing industries, some 
included and some not, in a rural multicounty economic planning model. The 
model must contain many types of industries to include the full range of 
industry; such addition is costly. Multiple regression analysis can summarize and 
interpret shadow prices of export industries so that local planners in their 
decisionmaking can use the underlying economic characteristics of the model 
industries rather than use only their industry product classifications. 
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SUMMARY 

The benefit to a region (in terms of the increased value of a regional 
maximization objective function) of new manufacturing firms (or plants) can be 
evaluated by a simple method shown in this report: multiple regression analysis. 

The firms are subsets of the more aggregated 4-digit Standard Industrial 
Classification (SIC) manufacturing industries, some of which are included and 
some of which are not included, in a rural multicounty, linear programming, 
economic planning model (RDAAP). The model must contain many types of 
industries to include the full range of local production possibiHties. However, 
adding more industries to the model is time-consuming and costly. And, even 
if all 450 or so 4-digit SIC manufacturing industries were included, the results 
would have to be interpreted at a more disaggregated level for the thousands of 
firms. 

The linear programming shadow prices on the manufacturing export con- 
straints in the model reveal to local area planners the relative benefits of these 
various export industries. Multiple regression can summarize and interpret these 
shadow prices as a further aid in regional decisionmaking toward selecting the 
best industries for the area. Local planners can then use the economic character- 
istics of the model industries rather than merely their industry product 
classifications (SIC's). The output is also reduced in volume because the focus 
shifts from product type, the number of SIC's (56), and shadow prices to only 
nine industry characteristics. Interpreting the results in terms of these industry 
economic factors makes the regression analysis more useful to regional planners 
than programming output alone. 

With certain qualifying Hmitations, analysts can infer the value of the 
generalized shadow price for an export industry or firm not already included 
among the given model industries. Or the regression method can be used as a 
summary of results only for those included industries. The multiple regression 
technique permits the planner to estimate directly the regression equation(s) for 
the specific region and model, and to insert the values for the independent 
variables (industry economic characteristics) for an industry "candidate" not 
already in the RDAAP Model. Fifty-six 4-digit SIC industries are now included. 
The dependent variable is the set of export industry generalized shadow prices 
for a given regional objective function. 

Selected results obtained include: (1) industries with low transportation 
costs most improve the level achieved for the majority of area objectives; (2) a 
low industry managerial labor percentage (or whichever is the scarce labor skill 
factor) is generally the second largest improvement factor; (3) industries with 
increased value added/labor, higher value added/output, higher ratio of imported 
inputs to output, or lower capital/output all generally lead to improved levels for 
the majority of area objectives; (4) profit-type area objectives (for example, 
maximization of aggregate regional profits or industry regional profit rate-of- 
return index) often yield opposite partial-coefficient regression results and, 
therefore, opposite planning prescriptions from the nonprofit area objectives; 
and (5) for those alternative objectives which may require opposite industry 
economic types, explicit tradeoffs among the area objectives would have to be 
considered. 

The results presented may apply fairly widely in many rural multicounty 
areas, but the users should be cautious in applying them beyond the specific 
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application in this report. Results also should be considered exploratory without 
some corroborative evidence from other sources. And, as in all multiple regres- 
sion analyses, any conclusions derived from interpreting a partial regression 
coefficient should be considered precisely valid only with the levels for all other 
independent variables remaining unchanged. 
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USE OF MULTIPLE REGRESSION ANALYSIS TO SUMMARIZE 
AND INTERPRET LINEAR PROGRAMMING SHADOW 

PRICES IN AN ECONOMIC PLANNING MODEL 

By Daniel G. Williams, Regional Economist, 
Economic Development Division 

INTRODUCTION 

Planners of economic development in multicounty rural areas want to 
know what type of industrial development would be best for the planning area. 
A linear programming model, an optimization type of model, is often used in 
such planning. Linear programming is useful for solving many problems involving 
choice. 

What specific information does the planner require for optimal area 
development? He or she wishes to know: (1) which industries are optimal for the 
area; (2) what products are produced by the optimal industries; (3) what local 
resources those industries require; and (4) what opportunity costs are implied by 
an area planning strategy suggested by (1) through (3). The researcher who 
understands the extensive programming printouts detailing optimal activity 
levels and shadow prices learns a great deal from linear programming studies. But 
it is often difficult to explain the results to a layperson, area official, or planner 
either because there is too much detail to absorb or because these people use 
other languages and concepts for the same economic or social problem. 

In the past, this translation from the language of abstruse computer 
printouts—a form perhaps more easily understood by the research speciaHst—to 
that of user-oriented information, has depended upon the patience, astuteness, 
and abihty of the researcher. This bulletin illustrates how multiple regression 
analysis can be used by technical staffln the planning office to help summarize, 
translate, and reduce in volume the linear programming results into a user- 
oriented framework. This interpretation is extended into a statistical or inferen- 
tial context. The multiple regression procedure assumes that the initial economic 
or social problem was correctly solved by the linear programming algorithm, and 
it involves an examination of how regression analysis of these programming 
results can help the researcher or planner to summarize, convert, and interpret 
them. 

The planning task will be easier if not only the type of industry "selected" 
by the model's optimal solution is known (that is, the SIC code number), but 
also the economic characteristics of optimal industries. Is the industry Hght or 
heavy, capital or labor intensive, polluting or nonpolluting, high wage or low 
wage, and so on?^ 

^ Obviously, not all these questions are answered by the nine industry 
economic characteristics used in this analysis. However, there is no conceptual 
reason why they could not be so answered. The proper input-output coefficients 
would need to be included in the linear programming model, and the respective 
industry characteristics would be calculated from these coefficients. 
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As a hypothetical example, the optimal solution to the linear programming 
model might indicate that the manufacturing industries of meatpacking, poultry 
processing, refrigeration machinery, and so on, should be located in the region 
to maximize the increase in gross regional product. For the planner, multiple 
regression analysis would identify and estimate the size of economic character- 
istics of optimal industries (and of industries in the model which are not in the 
optimal solution) which, other things being equal, lead to greater or lesser 
increases in gross regional product. For example, low transportation costs or 
high value added per unit of output might be industry characteristics associated 
with larger increases. 

The multiple regression method is illustrated with an activity analysis, 
economic development model (RDAAP) used for economic planning in multi- 
county rural areas.^ The forerunner or precursor to this current model is the 
Kentucky Model, developed by Robert G. Spiegelman, and others (4).^ 

The nine industry economic characteristics into which the programming 
results are transformed depend upon the type of activities in the model. In 
general, such characteristics should consist of only those factors which are easily 
understood and can be calculated readily from the model input. Also, such 
factors should be presumed to have, relative to other possible factors, a more 
significant Unear functional relationship with the linear programming output. 

The results reported here can be viewed in three senses: 
• They describe and summarize only the 4-digit SIC industries included in 

the model. 
• They can be applied (inferred) to nonincluded"* model industries. 
• They can be applied (inferred) to actual (or potential) area industries. 

^The model referred to is the Rural Development, Activity Analysis Planning 
Model (RDAAP). It is appHed to a three-county area in northwest Arkansas-the 
BMW Region (Benton, Madison, and Washington counties)-using 1960 as the 
base year of the plan and 1970 as the target year. One of the six versions of this 
model, the RDAAP Model-Basic Model, is designed to ascertain what the plan- 
ning implications would have been for 1970 so that the results can be compared 
with the actual results that year. The examples in this bulletin, however, are 
taken from another model version, the RDAAP Model-Adjusted Planning Model, 
which was constructed to improve the model in a planning sense, from the Basic 
Model. The RDAAP Model involves a 10-year time frame, but is concerned 
specifically with only the terminal, or 10th year of that frame. Constant 1963 
dollars are assumed. 

Although Benton and Washington counties together were declared an SMSA 
after the 1970 U.S. Census of Population, and therefore can no longer be con- 
sidered rural, this application of a rural model can provide a glimpse into how an 
area should evolve (optimally) from a relatively more rural to more urban status. 

^ Three papers by the author explore more deeply other interesting and 
specialized areas of this current research (Williams 5, 6, and 7). Two other manu- 
scripts describe certain aspects of research on the entire model. The first 
(Williams 8) will summarize some of the more important research results, while 
the second explores the components, framework, and mathematical structure of 
the model (WilHams 9). Italicized numbers in parentheses refer to items in 
References at the end of this report. 

"^That is, those industries not among the 56 4-digit SIC manufacturing 
industries included in the linear programming model. 



There is a fine line of distinction between the second and third senses. 
The second sense refers to use of secondary data for model industries, which may 
or may not be a random sample from the planning area. If it is not, inference can 
still be made "within" the model to other industries not in the model, but whose 
industry input-output coefficients are also estimated from secondary data. Simi- 
larly, inference can be extended to industries included in the model but which 
become nonincluded when one or more industry coefficients is changed, leading 
to a change in the level of an industry economic characteristic(s). However, 
inference (second sense) in either of these examples does not necessarily imply 
validity for the actual planning area. Accordingly, the third sense refers to 
whether the "model" results are valid for the actual planning area (the "real 
world"). These three senses are in order of perhaps a decreasing statistical 
vahdity, but an increasing area planning utihty. Nie (J, p. 321) describes the two 
main interpretations of multiple regression analysis: Summary (descriptive) and 
inferential. In this report, which emphasizes rural, small-area economic develop- 
ment planning, the predictive or inferential senses are stressed. 

In both of the two inferential senses given here, all firms or plants, as sub- 
sets of the 4-digit SIC classifications, can be considered. Because these plants 
generally will differ in input-output coefficients from their 4-digit SIC "average," 
the linear programming model's selection of an optimal 4-digit SIC industry may 
or may not mean that a particular plant or firm in that same SIC is also optimal. 

The linear programming model's solution consists of output and usage levels 
for industries, labor skills, labor commuting, and shipments (exports) outside 
the BMW Region. The model includes activities which produce manufactured 
products that can be used for local consumption or for export from the region. 
Constraints limit the amount of export that can be delivered (1) to a nearby 
market at one set of transportation costs (inner ring), and (2) to a more distant 
market at a higher set of transportation costs (outer ring). The question here is: 
Which export activities would planners prefer to attract to their region? These 
exports consist of 101 separate export activities in the RDAAP Model, which 
represent 56 different product types corresponding to 56 4-digit SIC manufac- 
turing industries. This number (56) expands to 101 because exports to the 
outer ring are differentiated from those to the inner ring, and 45 of the 56 
industries are considered to have export potential to both areas.^ 

The multiple regression analysis reduces and translates the linear program- 
ming results from 101 export product types to nine (or fewer) industry 
economic characteristics, such as capital/labor, value added/labor, and transport 
charge,^ which are perhaps in a form more intelligible and useful to an area 

That is, exports sent to the inner and outer export rings are considered 
different commodities for the same type of industry. Moreover, in the RDAAP 
Model, some manufacturing industries do not export at all, and some export to 
the inner ring but not the outer ring. 

Note that for the 45 outer ring export industries, only the transport charge, 
and none of the other independent variables, will differ in value among the nine 
characteristics when one compares an industry shipping to the outer ring with its 
counterpart SIC industry shipping to the inner ring. 

There are no high pairwise correlation coefficients between independent 
variables (industry characteristics), nor any obvious high multivariate correla- 
tions, both necessary requirements to lessen the possibility of multicollinearity. 
There is also not likely any problem with auto or serial correlation in the error 
terms because of the high value observed for the Durbin-Watson statistic. 



planner than would be details by SIC code. The volume of data is smaller and 
more manageable; only nine (or fewer) "bits" of information will result rather 
than 101. Instead of viewing the regression scheme, which uses the linear pro- 
gramming results, as providing a substitute for those results, one can view it as an 
adjunct to the results, in increasing understanding and providing a useful 
summary. The industry economic characteristics would probably reflect more 
the language of the practitioner (such as the regional planner) and less the 
language of the researcher. In other words, this technique presents a way to con- 
vert more abstruse research results into ideas more easily understood and useful 
to planners, councils of government, chambers of commerce, elected officials, 
or other area functionaries. 

The cost, or information lost by this data reduction (and translation) 
scheme, can be understood by recognizing that the linear programming model 
explains 100 percent'^ of the output^ variability; that it implicitly represents 
a multiple R^ of 100 percent. The nine (or fewer) explanatory variables 
(industry economic characteristics) explain a smaller R^ portion of the variation 
in generalized shadow price by export (defined in next section). The reduction 
in multiple R^ from 100 percent represents this cost. In other words, reducing 
the precision of knowledge of the generalized shadow price (for example, 
through this multiple regression technique) enables a reduction in the number of 
variables to be considered (9 industry characteristics) and a translation of the 
original variables (101 product types) to another form (SIC's to industry 
economic characteristics). The size of the multiple R^ measures how good^ 
this reduction and translation scheme is relative to the complete linear pro- 
gramming results. 

OBJECTIVE FUNCTION AND THE GENERALIZED 
SHADOW PRICE 

Consider the objective of maximizing gross regional product. The manufac- 
turing industry^ ^ export constraints (rows) yield valuations which are labeled 
shadow prices. A shadow price for a particular export row measures how much 
an objective function value will improve for a one-unit ($1 million) increase in 

"^For example, with the assumption that all coefficient values for the linear 
programming model are fixed, the linear programming algorithm yields 
deterministically and exactly the valuations on the resource constraints-the 
shadow price values. 

^In particular, the generalized shadow prices of the manufacturing export 
row constraints. The concepts of shadow prices and generalized shadow prices 
will be explained in the next section. 

^ In terms of the accuracy of the multiple regression equation's estimate of 
the generalized shadow price versus the linear programming model's "estimate" 
(that is, 100-percent "accuracy"). 

^ ^ Service industries are assumed to have no export possibilities from the 
BMW Region. Raw (nonprocessed) agricultural produce can be exported 
directly, or processed locally if the corresponding food processing (manufac- 
turing) industry is included among model production industries. Only this type 
of agricultural export is included among the exports considered in this analysis. 



the constraint level for that export. Thus, manufacturing export industries can 
be ranked according to their relative desirability by use of their shadow prices. 
Nonzero shadow price levels will result for industries which export at the 
(upper) constraint limit. Those which export below this limit (but not at a zero 
level) will have zero shadow prices, as will industries which exhibit zero export 
levels in the optimal solution. For the latter, the solution yields a "reverse" or 
"negative" shadow price called the reduced cost. This price measures how much 
the objective function would be worsened if these nonoptimal export industries 
(individually) were to enter the solution at a unit export level. 

In short, all manufacturing export industries, whether or not they enter 
the optimal solution at a positive level (produce or not produce for export), can 
be ranked according to their shadow price desirabihty. The "true" shadow price 
export rows (i.e., corresponding to positive levels of exports) in terms of decreas- 
ing relative worth—can be ranked from high absolute value down to zero. The 
zero level exports can be ranked in terms of their reduced costs from low 
absolute value to high, also in terms of decreasing relative worth to the solu- 
tion.^ ^ The true shadow prices, together with the reduced costs, are labeled here 
"generahzed" shadow prices. These prices represent the dependent variable in 
the multiple regression analysis. For simplicity, unless otherwise stated, shadow 
price will refer to generalized shadow price. 

THE MULTIPLE REGRESSION AND LINEAR 
PROGRAMMING MODELS ^ ^ 

Because the linear programming model (RDAAP) is of the usual form for 
such models, its mathematical structure will not be presented.^ ^ Several aspects 
of its use in multiple regression analysis should be noted, however. First, the 
industry (input-output) coefficients can be viewed as though they are fixed in 
the linear programming analysis (even if they are not). Thus, the nine industry 
economic characteristics calculated from them similarly can be considered to be 
fixed. These characteristics (table 1) are the independent variables in the regres- 
sion analysis, but do not have to be considered as random variables. Interpreting 
the independent variables as being fixed or pre-specified is valid in regression 
analysis even with the assumption of randomness in the independent variables.*"* 

* * For example, for a maximization objective function, the true shadow 
prices run from high positive values down to zero, while the reduced costs are 
listed from low negative values to high. Both are ranked in terms of decreased 
worth. 

* ^ For a more thorough discussion of the theoretical underpinnings of this 
research involving a linear programming model in connection with a multiple 
regression analysis, see {10). 

* ^The RDAAP Model includes service, manufacturing, and government 
sectors, and an agricultural sector in which technological progress is simulated 
by conversion of regressive farms into progressive farms. See (P, 6). 

^'^See (2, pp. 106-138). It is not exactly true to say that the independent 
variables in this analysis are pre-specified as the industry coefficients in the linear 
programming model used were "given," and, thus, the values for the indepen- 
dent variables also were given. Nonetheless, the ranges of the independent 
variables seem sufficient for an acceptable experimental design. 



Table 1 -RDAAP Model's manufacturing export industry economic 
characteristics: Independent variables 

Independent variable 

Transport costs per dollar of export 

Capital/output ratio 

Capital/labor ratio 

Rate-of-return ratio 

Value added/output ratio 

Value added/labor ratio 

(Managerial labor)/(total labor) ratio 

(Skilled labor)/(total labor) ratio 

Imported input costs per dollar of 
output 

Unit 

$10^ 

$100/hours worked 

$100/hours worked 

$10' 

Calculation 

Transport costs per million 
dollars of export 

10-year capital -^ lOth-year 
output 

10-year capital ^ lOth-year 
labor ("current" account)^ 

lOth-year total profits ^ 
10-year capital 

lOth-year value added 
("total" account)^ ^ 10th- 
year output 

lOth-year value added 
("total" account) ^ 10th- 
year labor ("total" account) 

Managerial labor ("total" 
account) ^ total labor 
("total" account) 

Skilled labor ("total" 
account) ^ total labor 
("total" account) 

Direct imported input 
costs ("total" account) per 
million dollars of output 
("current" account) 

^ For "current" goods production, rather than "capital" goods production. 
^ For "current" vector, plus associated "capital" vector (assumed to be 15 percent of 

total 10-year capital requirement) for the 10th year. 
- Dashes mean that the associated variable has no units. It is a pure ratio. 

One must assume the conceptual possibility of repeated sampling, however, with 
the pre-specified variables, for a meaningful interpretation of the random error 
term and the statistical F tests for both the whole equation (multiple R^) and 
also the individual partial-regression coefficients, B (and BETA), the latter 
measured in standard deviation units. The hypothetical sampling can be 
visuaHzed as being repeated for many alternative data input sets for the given 
linear programming model, the only requirement being that the 101 export 
types (SIC's) remain in the model. When one uses common distribution assump- 
tions (2, pp. 25-29, 133), the nine independent characteristics can be considered 
to have remained fixed in value; only the generalized shadow prices (dependent 
variable) and the error term vary in each case.^ ^ The only industry input-output 

^ ^This, of course, is only a "hypothetical" or conceptual sampling scheme, 
not actually implemented, although necessary for the concept of a random error 
term. That is, once the regression equation has been estimated with the fixed 
independent variables, inference can be made on other industries or firms with 
different, although again fixed (that is, not random) economic characteristics. 



coefficients "permitted" to change between samples would be those which do 
not affect the levels of the nine characteristics. One then assumes the resultant 
changes in shadow prices are due to the changes in the (hypothetical) 10th and 
other characteristics not considered in the regression model, but which, in 
general, could change with the sampled industry input-output coefficient 
changes. The error term "represents" these 10th plus characteristics and, by the 
Central Limit Theorem, it is assumed to be a random variable with zero mean 
and constant variance. 

The least complex method to compare generahzed shadow prices with 
industry economic characteristics might seem to be to rank model industries 
by the nine industry characteristics. Some obvious correlation may occur 
between the generalized shadow price rank and the industry rank by industry 
characteristic. However, except for the few industries ranked top and bottom as 
to generalized shadow price, this ad hoc technique proves unwieldy and unwork- 
able. It would be extremely difficult, if not impossible, to discover the multi- 
variate effects in this way. Also, because a number of objective functions are 
examined, the model can yield a different generalization corresponding to each 
objective function as to what is best from the planner's point of view. Therefore, 
this ad hoc ranking procedure can yield different results dependent on the 
particular objective function chosen. Although multiple regression analysis, too, 
would yield different results, the simplicity of the technique enables many 
alternative objectives to be handled almost as easily as one. 

Such an ad hoc procedure yields a "mass of detail," from which it seems 
difficult to discern any consistent patterns. Multiple regression analysis is one 
statistical technique useful in reducing the data to one underlying regression 
equation (assumed linear) from which these patterns can be observed more 
easily. Use of multiple regression seems preferable to this researcher, rather than 
adding large numbers of 4-digit manufacturing industries to the model. It seems 
advisable not to add more SIC's, but to learn characteristics of the optimal 
industries, and to reveal those characteristics which seem to improve the regional 
objective function. Given restricted time and research funds, such a course will 
cost less in time and money. 

The independent variables considered for analysis were chosen partly 
based on ease of calculation, but only those variables presumed or hypothesized 
to influence the dependent variable were included. To lessen the possibility of 
multicollinearity, we reduced the number of these independent variables to 15, 
by eliminating any variables which, a priori, were thought to be highly pairwise 
correlated with included variables. The final number was reduced to nine 
variables, after initial runs still showed some high pairwise correlations between 
some of the independent variables. 

These nine variables (table 1) measure common industry economic charac- 
teristics. While they are by no means all of those which conceivably could have 
been used, it is hoped that these characteristics can "explain" a fairly large 
fraction of the multiple R^ of the regression equation. The general hypothesis, 
of course, is that economic characteristics of industries do influence the 
generalized shadow price. The regression results will be compared with what one 
might have expected from economic theory. 



INTERPRETATION OF THE MULTIPLE 
REGRESSION RESULTS 

The interpretation or use for the regression output can be visuaHzed in the 
three senses referred to earher: 

• Descriptive or summary only of those industries included in the model. 
• Applied to industries not included or slightly changed from those in the 

model. 
• Applied to actual (or potential) area industries. 

Statistical Inference: The First Two Senses 

The statistical analysis of the regression results applies easily to the first 
sense, in which only the industries in the model are considered; the question is 
ignored of inference to nonincluded model industries (or the same SIC's as in the 
model, but with changed industry economic characteristics). However, there 
may be some question as to whether this analysis yields a statistical basis for the 
other two senses. 

In the second sense, it is most legitimate statistically to predict a shadow 
price for an (SIC) industry already included in the model, but with only one or a 
few modest changes in the input-output coefficients from those in the sample, 
leading to a change in one (or a few) of the nine industry characteristics. The 
10th plus characteristics would then be, in general, only slightly altered. For a 
nonincluded SIC model industry (or firm, plant, and so on), an inference from 
the sample as to its shadow price would be more accurate if it too were similar 
to those industries already in the model. For example, if the values for the 
economic characteristics of the proposed industry lay in the same range as those 
in the model sample, it seems likely that characteristics 10th and above would 
also lie in a similar range. The error term would therefore be of similar size and 
characteristics to those in the sample. Such an occurrence might be likely if the 
data for the proposed industry were drawn from at least a somewhat similar 
data set as that of the original sample. Thus, inference could be made as to the 
shadow price of the new industry. 

One might criticize this procedure because there is no certainty that the 
results from such a regression for a given sample of export industries (56 
industries in the RDAAP Model) would be valid enough to infer a shadow price 
result for a nonincluded model export industry.^ ^ Because of the "geometry" of 
the situation, one might not know, a priori, how a new constraint (for example, 
a new export industry row) would affect the feasible region of the linear pro- 
gramming problem and, thus, the proposed industry's shadow price. 

Nonetheless, one would have some idea about the shadow price of an 
added industry whose industry economic characteristics are drawn from a data 
set similar to that of the original sample. Consider the following argument. Sup- 

^ ^This criticism would apply even to a plant or firm within an optimal 4-digit 
SIC industry in the model, dependent on how much the plant differed from its 
more aggregated industry classification. The necessity for uncovering the under- 
lying industry characteristics would still apply, so that a proper choice could be 
made of a plant or firm within that optimal SIC. 
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pose that several SIC export industries were added to the model (for example, 
for a total of 57-60 industries), and that their respective shadow prices were not 
a priori estimable from their industry characteristics based on the multiple 
regression results obtained from the original sample of 56 industries. This would 
imply that regression results from the 60 industries would differ substantially 
from those of the 56. In other words, the imphcation is that the industry 
shadow prices and rankings would differ widely between the two sets of 
industries. If so, not only would the regression analysis proposed here prove 
invalid, but also such a criticism would seem to question the vaHdity and use- 
fulness oí all of the linear programming models and shadow price planning 
analysis. If model results are, in general, extremely sensitive to minor changes 
in the number of model industries selected, only including all of the nearly 450 
4-digit SIC manufacturing industries in the RDAAP Model would give the 
shadow price results any general validity. Even then, firms or plants within 
those SIC's would have to be evaluated. Yet, the vaHdity problem would remain, 
as export constraints are only one of many groups of constraints in a program- 
ming model. Put more simply, the regression analysis would seem to have no 
more or less fundamental vaHdity or utiHty than linear programming itself. 

The results from the regression analysis, however, should be considered 
vaHd only at or near the optimal corner solution,^^ where opportunity costs 
impHcit in the model do not change, or change only slightly. As wiU be 
explained shortly, the individual regression coefficients are partial coefficients. 
They apply only to smaU changes in the values of the independent variables and 
to an unchanged underlying population which the sample purports to estimate. 
To satisfy both of these prerequisites, only a few industries similar in range of 
values to the independent variables in the sample, should be added to the set of 
industries already in the model. 

Adding too many industries to the group of model industries might lead 
the programming solution excessively far from its original optimal solution, 
and perhaps to another corner solution (the new optimum) with vastly changed 
opportunity costs. In short, the export shadow prices might change radically. 
Therefore, the shadow prices of the vastly expanded industry group could not 
be predicted by multiple regression on the original set of industries. 

The basic reason for limiting the number of added industries is not so 
much the number itself, but rather the increased likelihood in such a sizable 
industry group of industries whose industry characteristics lie outside the bounds 
observed in the original sample. These industries would likely use scarce re- 
sources in a different pattern from the original model industries, and change the 
opportunity costs substantially. Nevertheless, if one keeps in mind these above 
restrictions, and considers industry candidates accordin^y, this multiple regres- 
sion technique should prove useful to area planners using programming models. 

Of course, the programming model need not actually be rerun with the 
several "new" industries (those nonincluded model industries for which shadow 
prices were inferred to be high), although they could be added to check the 
validity of the regression results. About 400 4-digit SIC manufacturing industries 
were not examined in this analysis, and the number of firms or plants within 
those more aggregated industries probably numbers in the tens of thousands. 

According to the theory of linear programming, an optimal solution is 
found among the finite number of "corners" of the geometric feasible region 
(in n-dimensional space). 



Calculating an exact inferred shadow price for each excluded industry 
would take time. However, making approximate judgments, using only some of 
the industry characteristics, would probably be much simpler than creating and 
running a linear programming model of thousands of industries, firms, and 
plants, and ascertaining directly the exact value of each industry shadow price 
from the optimal solution. Such a process to examine individual industries 
quickly can be viewed as an approximate decision-rule to estimate shadow 
prices. 

The large group of excluded model industries can be pared down to a final 
selected small group which probably will be at least "near best" among the 
excluded model industries. This method seems preferable to (1) ignoring ex- 
cluded model industries altogether, or (2) including all possible industries in the 
programming model. 

To further validate the proposed regression technique, the analyst can 
test the model for its sensitivity to changes in the number and sizes of con- 
straints in general, and added export activity constraints in particular. A direct 
test would be to add (or remove) a few industries and see if the shadow price 
results change and, most importantly, if the rankings change. If it is difficult to 
add industry activities commensurate with those already in the model, perhaps 
"artificial" vectors could be created, high in characteristics which better the 
objective function, and low in those which worsen it, as determined from the 
prior regression analysis. The new activities should yield high shadow prices. 
Adding these vectors to the model, and rerunning it with the new industries, 
should determine whether the predictions were correct. None of these tests 
has been attempted here because of a lack of time; they would be a useful 
endeavor. 

A more indirect test, however, has been done: Multiple regression results 
from the Basic Model version of RDAAP were compared with those of the 
Adjusted Planning Model version. Only the Adjusted Planning Model results are 
discussed here. Both model versions contain the same number of export activ- 
ities and constraints, and levels of such constraints; other types of constraints, 
constraint values, and activities differ between them. 

If the programming model results were extremely sensitive to small 
changes in both the number and types of constraints, it probably would be 
revealed in substantially different regression results for the Adjusted Planning 
and Basic Models. In general, however, the multiple regression results were quite 
similar for the two model versions. The labor skill supply coefficients lead to 
a notable exception, however, because labor of one skill type is assumed to be in 
shorter supply in one model, and labor of another skill type is assumed to be in 
shorter supply in the other model. As would be expected, the regression results 
(B, BETA and F values) for the two models differ for these two labor skills, 
whose ratios are included among the industry economic characteristics. 

Statistical Inference: The Third Sense 

Inference in the third sense described refers to whether the model results 
provide a basis for planning in the "real world." Applying these results outside 
the model will not be as secure theoretically or statistically as predictions 
within the model. But going outside the model to the real world is what planning 
is about. Hence, this report, which emphasizes the regional planning use of this 
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multiple regression technique, although focusing upon inference in both these 
latter two senses, will especially be concerned with the third sense. 

All industries in the RDAAP Model were created from secondary data 
and do not reflect a random sample of firms (or potential firms) in the area.^ ^ 
The question of a statistical basis for planning (third sense) cannot, then, be 
answered precisely. One could have conducted such an industry sample in 
constructing the linear programming model, and would know the statistical 
confidence intervals surrounding the industry (input-output) coefficients in 
the sample. By extension, the statistical confidence intervals for all shadow 
prices and reduced costs would perhaps also then be known. If this were done, 
an interpretation (third sense) as to the regression tests of significance might be 
somewhat more valid for use in area planning. All variables, dependent and 
independent, would then be considered random. 

However, as usual in formulation of linear programming models, a random 
sample of firms was not made. The question of the accuracy of these regression 
results (the third sense) would apply not only to these regression results but 
also to the programming results of any linear programming model that used 
secondary or nonrandom sampled data. In this respect, the proposed regression 
technique has no less vaHdity for area planning than the results from most linear 
programming analyses. If the programming model input (and therefore output) 
is thought to represent the multicounty planning area sufficiently, the multiple 
regression results will do so also. Similarly, if such linear programming results 
are believed to be valid for another study area, the regression technique is 
validated too. Parametric programming on "questionable" input-output coeffi- 
cients, or use of stochastic programming are two ways to approach the problem 
of statistical reliability of the input data, although the latter method was not 
used in the linear programming analysis for the RDAAP Model. 

The following section, written from the viewpoint of the regional planner, 
impHcitly focuses on inference senses two and three for area planning. It also 
provides further rationale for undertaking the regression analysis. 

THE REGIONAL PLANNER 

Using the export row generalized shadow prices discussed earlier, the 
regional economic planner can determine the relative (and absolute) desirability 
of the export industries in relation to the welfare (objective function) of the 
planning region. The planner can suggest to area officials or the chamber of 
commerce and the like, which are the better types of industries to locate 
within the planning region. In other words, the relative rankings of the shadow 
prices reveal, other things being equal, which industries should be induced to 
locate within the region, and which industries should not. 

The question of whether any industry or group of industries actually will 
locate in the planning area is not directly addressed here although it is suggested 
that those industries which lead to higher profits or rates of return for the region 
would likely be relatively more attractive to entrepreneurs. However, those 

For example, manufacturing data are taken from "ruralized" (non-SMSA) 
data from the "worksheets" for the 1958 U.S. input-output table prepared by 
the U.S. Department of Commerce. 

11 



industries originally chosen for inclusion in the programming model should be 
selected on the basis of whether the planner feels they will be economically 
suitable for the area so that the linear programming results, and the regression 
results derived from them, will yield more useful planning advice. This bulletin 
explores which are the best industries for the area for each alternative regional 
goal or objective. The regional planning strategies needed to attract these 
"optimal" industries to the region are, of course, a necessary adjunct to the 
research contained in this bulletin, but they are not discussed here. 

The RDAAP Model, however, includes only a limited number of export 
industry choices (56 of a total population of about 450 4-digit SIC manufac- 
turing industries). How, then, can the area planner state that a given group 
of industries is best for the area when this planner has been given an incom- 
plete set of choices?^ ^ Accordingly, the analyst or planner would wish to 
compare 4-digit SIC industries not included in the model or to compare firms 
or plants at a more disaggregated level within included or nonincluded model 
industries, to determine their value (generaHzed shadow price) to the model 
(sense two) or to the actual planning area (sense three). 

Because the RDAAP Model includes only a few export industry choices, 
increasing the industry scope in the linear programming model would be desir- 
able if there were no costly expense in creating and adding additional industries 
to the model.^^ But the true area planning task involves firms or plants, not 
4-digit SIC's. Hence, an extremely unwieldy and costly linear programming model 

^ ^ As explained in footnote 2, the RDAAP Model-Basic Model compares 
model results (employment increases) with the actual increases observed for the 
BMW Region between 1960 and 1970. About 50 percent of the 4-digit SIC 
manufacturing industries which grew in the region over this decade did not 
exist as potential local production activities in the model. While a precise SIC 
matchup of optimal and actual industries is not necessarily required, or even 
desirable, for the area-actual development may differ from what would have 
been ''best"-at least the possibility of such a matchup should be included in 
the model. 

But, as the RDAAP Model manufacturing matrix was designed to be applied 
to many alternative rural, multicounty areas, the probability of such a matchup 
is rather remote, in general, for any one area. Hence, there is a need to increase 
the number of manufacturing activities in the model if it is to have a more 
universal area application. The purpose here, however, is to show that this expan- 
sion may not be necessary because of the switch in emphasis from SIC's 
(product type) to industry economic characteristics. Industries could then be 
evaluated without adding them directly to the model. 

^^For the RDAAP Model, there was a problem in adding to the number of 
4-digit SIC industries. The methodology for neither the current nor capacity 
expansion activities for service and manufacturing was documented in sufficient 
detail by R. G. Spiegelman and others of the Stanford Research Institute (SRI), 
in their revision of the model after the Kentucky Model. One could not replicate 
their procedures to learn if additional vectors created would be compatible with 
those already in the model. These vectors created by SRI form, in general, the 
core of the manufacturing and service matrix used in the RDAAP Model. 

This documentation of the SRI model research after the Kentucky Model is 
given in five (unpublished) reports: Spiegelman, R. G., and E. W. Lungren, 
Generalized Model for Rural Development Planning, USDA Contract No. 
12-17-09-1-398, Progress Reports I, II, III, and IV, June 1968, October 11, 
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involving thousands of firms (or plants) would be needed to cover manufacturing 
fully. The regression results can provide at least some progress in this respect by 
use of the sample of 56 SIC industries (101 export activities). To use this short- 
cut, the analyst or planner must substitute the concept of industry economic 
characteristics for that of industry product type (for example, SIC). 

As a hypothetical example of the use of the shortcut, a region's planners 
would not focus on whether to attract an industry producing axe handles rather 
than one producing poultry, but whether to attract industries with low transport 
costs, high import requirements, low capital intensity, and so on. The transla- 
tion to industry characteristics reduces the mass of linear programming output 
and puts it in a form much easier for the regional planner to understand and use. 
In any case, the sample results obtained here will be at least rough indicators 
of possibly more general results. 

MULTIPLE REGRESSION RESULTS: 
GENERAL REGRESSION METHOD 

Specific results of the model are assessed in this and subsequent sections. 
These results are examined for eight alternative regional objectives, which makes 
the regional planning problem more complicated. With such a multiplicity of 
objectives, two or more area objectives of roughly equal importance to regional 
officials can produce conflicts. Diametrically opposite industry types (as to 
characteristics such as capital/output, and so on) may be recommended corre- 
sponding to each respective objective. 

The first multiple regression method used is the "general" method.^ ^ In 
eight successive regressions corresponding to each of eight different regional 
objective functions, the nine independent variables are related to the generalized 
shadow prices associated with each respective area objective function. Table 2 
Usts the eight alternative objective functions to be maximized in the RDAAP 
Model-Adjusted Planning Model. In the first two maximands, consumption and 
Government spending are constrained to attain at least certain minimum levels. 
The other six maximands have no similar constraint minimums, but they pre- 
serve the requirement that aggregate tax and wage bill levels generated determine 
the levels of Government spending and consumption, respectively. Calculation 
of the first seven regional objectives is fairly straightforward. To calculate the 
last objective function, however, we weight each separate industry by its indi- 
vidual profit rate of return. We multiply each rate times the industry produc- 
tion level (in million doUars) in the optimal solution, and sum over all industries. 

1968, February 1969, and April 1969, respectively; and Lungren, E. W., User's 
Manual For Activity Analysis Model, prepared for the U.S. Department of 
Agriculture, February 1968. For many aspects of the RDAAP Model's structure, 
however, the methodology and activities have been altered or expanded beyond 
those developed by SRI so that fairly substantial portions of these SRI reports 
are no longer valid for the present model (RDAAP). 

^ ^ Later a '*stepwise" procedure will be discussed in which only statistically 
significant explanatory variables remain in the results. The variables are added 
one at a time until all (and only) statistically significant variables have been 
entered. 
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Table 2-RDAAP Model generalized shadow prices: Dependent variables 

Unit Dependent variable (related objective function) 

$10^ Regional balance-of-payments surplus 

$10' Regional balance-of-trade surplus 

$10' Gross regional product 

$10' Local ^ regional value added 

$10' Local regional aggregate wage bill 

lO'* hours worked Local employment total 

$10' Regional profits total 

$10' (index) Regional rate-of-return index 

* Includes no imputed values for labor commuting in or out of the Benton, Madison, 
Washington (BMW) Region. 

The results obtained by looking successively at the pairwise or simple cor- 
relations between each dependent and independent variables are not Usted here 
because of their perhaps dubious utility for planning purposes. Some of the pit- 
falls into which one can fall when using "simple" correlation coefficients un- 
critically will be mentioned. For example, the pairwise correlation coefficient 
might show more (or less) "strength" or size than the partial regression coeffi- 
cient. Also, its sign conceivably could be reversed if other variables more than 
"cancel out" the partial effect. 

To use the simple correlation, a planner must assume that the other in- 
dependent variables will always behave similarly to those in the sample from 
which the regression is obtained, when considering some industry not in the 
model for its potential value to the objective function solution. Because the 
partial coefficient measures the effect of the independent variable with the 
values for the other independent variables remaining unchanged, the above 
assumption is not needed. Thus, the simple correlation can be used, but only 
with extreme caution. 

For most of the eight objective functions, the amount of multiple R^ 
regression explanation of the variation in generalized shadow price is large. In 
the least successful regression-maximizing total regional profits-the nine vari- 
ables explain nearly half the variation in generalized shadow prices (table 3). 
Two of the adjusted R^ figures^ ^ are above 79 percent; four are above 70 per- 
cent. Also, the regression results for all eight objective functions are statistically 
significant (F test) for the whole equation at far better than the 0.01 level. 

What do these results show? Namely, that the attempt to search for and 
find a relationship between generalized shadow prices and industry economic 
characteristics has been reasonably successful. And, translating the RDAAP 

^^ "Adjusted R^ is an R^ statistic adjusted for the number of independent 
variables in the equation and the number of cases. It is a more conservative 
estimate of the percent of variance explained, especially when the sample size 
is small" (J, p. 358). 
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Model solution of SIC categories and shadow prices into industry economic 
characteristics can provide planners with both a useful summary of the model 
results, and more information for decisionmaking. 

The results Usted in tables 4-7 represent perhaps the most important aspect 
of the regression analysis, for they contain a list of the regression output for 
each individual independent variable. These are now discussed. 

MULTIPLE REGRESSION RESULTS: 
GENERAL REGRESSION METHOD   PARTIAL COEFFICIENTS 

The regression coefficients in tables 4 and 5 are sample partial coefficients 
which measure the change in the value of the dependent variable in the regres- 
sion equation for a unit change in the particular independent variable, given that 
the rest of the independent variables remain unchanged. The B coefficient 
(table 4) measures this change in original units-units in which the objective 
function is measured as reflected in the units of the shadow price. The BETA 
coefficient (table 5) measures the same effect in standardized units. That is, it 
measures the change in standard deviation units (of dependent variable) per 
standard deviation unit change (in independent variable). 

Comparisons among independent variables (and among objective func- 
tions) as to the size of the partial coefficients are easier and more meaningful 
when standardized coefficients are used. The partial coefficient results will be 
discussed only for variables which show a statistically significant F value of 25 
percent or better. Many independent variables were found to be much more 
significiant than at the 25-percent level. 

Most importantly, all results in this section, and many in the Conclusions 
section refer to the partial coefficients. Thus, any statements or interpretations 
of these resuks should be understood to hold strictly true only with values of 
the other eight independent variables remaining unchanged. The results may be 
more general, but this aspect was not explored here. 

Table 7 shows the number of times (for eight dependent variables) that 
each independent variable exhibits a statistically significant^^ B (BETA) coeffi- 
cient, and the number of such significant variables for each separate objective 
function. Also, for these variables, the BETA coefficients are relisted from 
table 5, and ranked as to absolute value (size) within each successive objective 
function column. The capital/output, value added/output, value added/labor, 
and (managerial labor)/(total labor) ratios are significant for all eight objective 
functions. Transport cost per dollar of export is significant seven times, and 
the imported input cost ratio is significant six times. The other three indepen- 
dent variables are statistically valid for only three objective functions or less, 
but every variable is significant for at least one objective. 

What are some general observations on the statistically significant regres- 
sion coefficients given in table 4-7? Table 6, Usting the statistical F values for 
the partial coefficients, shows that transportation cost is, over the majority 
(six) of the objective functions,^"* the most statistically significant independent 
variable. Table 7's statistically significant BETA (standardized) coefficients can 
be used to determine the relative rankings of the significant independent vari- 

^^ At the 25-percent level or better. 
^^For all but total profits and rate-of-return index. 
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ables. Having the largest absolute BETA value means that a variable has the 
largest "impact" on the generalized shadow price. That is, other things being 
equal, a unit change in the independent variable of one standard deviation causes 
the largest standard deviation change in the generalized shadow price. Using the 
BETA coefficient, one sees that the transport cost variable has the largest impact 
for most (six) of the objective functions. 

Transport Cost 

What might the above result for transport cost indicate? First, it may 
suggest that at least part of this variable's large effect on the generalized shadow 
price occurs because it is the only one of the nine independent variables which 
exhibits a different value between the two export rings for the same SIC manu- 
facturing industry. But more than likely, both its high BETA rank, and high 
statistical significance for most objective functions, suggests a more fundamental 
reason for its indicated effect on the regional objective function. This would 
seem to validate, in a sense, industry location theorists' historical preoccupation 
with transport costs. The results observed here suggest that these costs perhaps 
may be more important to a planner than any other of the industry character- 
istics studied in this analysis. 

What is the direction of the impact of the transport cost? For six of the 
seven maximization objectives in which transport cost is statistically significant, 
the regression coefficient is negative. In other words, in all but one objective 
function, this direction makes sense.^ ^ Thus, as transport costs increase, gener- 
alized shadow prices fall (worsen). Or, in other words, as transport costs fall, 
shadow prices rise. The conclusion for planners is that low transportation costs 
per dollar value of exports may be the most important characteristic of an 
industry being considered for location in the planning area, regardless of the 
development objective. 

(Managerial Labor)/(Total Labor) 

The second most important variable for both BETA value (ranked second 
in six of eight objective functions), and statistical significance (second-largest F 
value for six of eight objectives) is the (managerial labor)/(total labor) ratio, 
statistically significant for all eight objectives. In all objective functions, an 
increase in this ratio worsens the objective function value. The effect of this 
variable is easily interpretable in view of the relative shortage of managerial labor 
in the Adjusted Planning Model version of the RDAAP Model. One would expect 
an optimizing model to choose those industries which use relatively less of a 
scarce resource because of the relatively high opportunity costs ofthat resource. 

The (clerical labor)/(total labor) variable is highly correlated (pairwise) 
with the managerial labor variable. To lessen the possibility of multicollinearity. 

^ ^In the maximization of regional rate-of-return index, this variable is not 
statistically significant. In the maximization of total regional profits, it is sta- 
tistically significant, but the sign of the coefficient is positive (perhaps a 
surprising outcome). It seems difficult to explain or interpret this latter result. 
That is, one would have expected higher transport costs to decrease aggregate 
regional profits. 
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we deleted the clerical labor ratio. However, because of this high pairwise cor- 
relation, the partial regression coefficient for managerial labor also can be 
considered to apply loosely to clerical labor, as the effect of one cannot easily 
be separated from the other.^ ^ 

The above effect was repeated for the (skilled labor)/(total labor) ratio, 
but it is statistically significant for only two objective functions—gross regional 
product, and local value added. Although skilled labor is not an obvious scarce 
resource in the model, the "shortage" type of explanation used above for man- 
agerial labor probably remains valid. 

Capital/Output 

Among the eight objectives for which capital/output is statistically signifi- 
cant, the ratio is the third most important variable in BETA value, and generally 
third or fourth largest in F value. A dichotomy emerges between the two profit- 
type criteria and the other six regional objectives. For these profit-type criteria- 
regional profits and rate-of-return index—as capital intensity relative to output 
rises, aggregate profits and index values rise. 

The reverse is true for the other six objectives wherein the levels of the 
objective functions fall. Thus, while capital-intensive (relative to output) projects 
tend to improve the welfare of entrepreneurs, they lower the levels of all other 
regional (maximization) objectives which may be important to other groups. 
For these regional criteria, light or cottage-style industry may be preferable to 
more heavy industry. 

This division of results highlights a common economic development 
dilemma: The most profitable ventures are not necessarily those which will 
improve most the welfare of the average resident of a rural area, or underdevel- 
oped region. Investments in oil, mining, or petrochemical industries may rep- 
resent several such examples of capital-intensive industries. 

Value Added/Labor 

The value added/labor ratio is statistically valid for all eight objectives. For 
all but the rate-of-return index objective, increasing this ratio results in an 
improved objective level.^ ^ Thus, for seven of the eight criteria, individually 
productive workers (in terms of value added) seem best for a region's economic 
health, as one would probably expect. The BETA value is generally ranked 

^^ Another labor skill variable—(unskilled labor)/(total labor)—was also 
deleted from the list of independent variables. It is highly correlated pairwise 
with transportation costs, value added/labor, and profits/labor. Profits/labor 
also was deleted from the variable list because of its high pairwise correlations 
with value added/labor and transport costs. In any case, even were there no high 
pairwise correlations of these labor skill variables with other potential indepen- 
dent variables, not all four could be considered simultaneously. Labor is divided 
here into four types, and the four ratios sum to 1.0 for each industry. Thus, 
each percentage is an exact linear combination of the other three. Including all 
four could lead to multicollinearity problems. 

^ ^ A dichotomy between results for profit-type and non-profit-type objectives 
is revealed here for only one of the two profit-type objectives—rate-of-return 
index. The coefficient value B (or BETA) is not, however, overwhelmingly sig- 
nificant for this objective, with an F of 2.316. 
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fourth or fifth, and F value ranked third to fifth within each of the area objec- 
tive functions. 

An interesting resuU is that value added/labor is the most important 
factor-ranked first for both BETA and F values—for the regional profits objec- 
tive. Since wage/labor exhibits a fairly high pairwise correlation with value 
added/labor, wage/labor was deleted from the Hst of independent variables. 
However, if one considers value added/labor as an approximate surrogate for 
wage/labor, or average wage rate, the results suggest that individual industries 
with higher average wage rates are both more profitable and also the most impor- 
tant factor to entrepreneurs preferring increased regional profits. This result 
differs from a result to be discussed later for value added/output (and wage/out- 
put, or aggregate wage), wherein lower aggregate wage firms seem to be more 
profitable (for both profit-type regional objectives). 

For the local value-added objective function, the value added/labor vari- 
able, while statistically significant, is only the fourth-ranked independent vari- 
able in BETA value. Thus, one sees that an individually high industry ratio for a 
given economic characteristic is not necessarily the most important determinant 
of a corresponding high aggregate regional value for that same economic charac- 
teristic. A similar result is observed for the value added/output variable to be 
discussed in the next subsection. 

In short, this average wage variable tells the regional planner that the 
best industries for a rural planning region are those which have higher average 
wage rates. Thus, the typical "shirt factory" industry with its low average wage 
rate, which is often attracted to rural and southern areas of the United States, 
does not seem to be the preferred type of development for most regional objec- 
tives, including maximizing aggregate regional profits. The result for regional 
profits is surprising—why, then, would firms paying low wages locate in rural 
areas if they could not maximize profits? One explanation is that, as was said 
before for all results for the partial coefficients, the results hold precisely only 
when the levels for the other independent variables remain unchanged. Perhaps, 
in reality, such firms have characteristics which more than offset the partial 
effect of their low average wage. Also, the objective function measures aggre- 
gate profits for the region, not individual industry profits or rates of return. 
Perhaps what is true for individual industries may not necessarily be true for 
industries as a group. The fact that the relationship between value added/labor 
and the rate-of-return index for the region is negative, provides some support 
for the latter explanation. 

Value Added/Output^ ^ 

The value added/output variable generally has BETA ranks and F values 
similar to those for the value added/labor ratio. The value added/output ratio. 

^ ^The labor/output variable has been deleted from the list of explanatory 
variables because it is an exact ratio of two included variables-value added/ 
output divided by value added/labor. Similarly, the ratio of capital/output to 
capital/labor would seem to equal labor/output. This is not so, however, because 
labor from the "total" account was used for labor/output and value added/labor, 
and labor from the "current" account for capital/labor (see table 1). For this 
same reason, the four included variables are not functionally interrelated. That 
is: (VA/0)/(VA/LT)^(K70)/(k7Lc). 
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too, is significant for all eight objective functions. For all non-profit-type objec- 
tives, higher levels of value added/output lead to increased (improved) gener- 
alized shadow prices. However, for the two profit-type regional objectives- 
profits and rate-of-return index—a higher ratio lowers both of these objectives. 
One way to interpret these diametrically opposite results is to recognize that 
the value added/output variable is extremely highly correlated pairwise with 
wage/output. (Wage/output was deleted from the Hst of independent variables 
because of this high correlation.) Thus, value added/output can be considered 
an approximate surrogate for wage/output. 

All things being equal, industry profit maximizers would rather pay lower 
than higher aggregate wages. However, lower value added per unit of output, 
while implying lower aggregate wages, also likely implies lower profits per unit 
of output. Nonetheless, the lower unit profits must permit a larger gross indus- 
try output to be produced for the region—although not a larger gross regional 
product—which more than offsets the lower individual profit/output ratios for 
each industry. 

In short, the results for the profit-type objectives contrast with those 
for the other six regional objectives which emphasize higher value added/output 
ratios and, thus, higher aggregate wage industries. Thus, profit-maximizing 
criteria may lead to policy recommendations which will lower the levels of all 
other regional (maximization) criteria. 

Imported Input Cost 

The imported input cost is statistically significant for all objectives other 
than the two profit-type objectives.^ ^ In these six objectives, increasing the 
share of imported inputs relative to output improves the objective function 
values. The relative impact (BETA) of this variable-imported inputs/output- 
is generally fairly low among the significant variables, for all six objectives. Simi- 
larly, the F values are generally the lowest among those variables which are 
significant for many different regional objectives. 

This finding for the imported input cost perhaps can be interpreted by 
considering that this result tends to support the advice of Hirschman (7). He 
suggests that, for an underdeveloped country, a planner should pursue a policy 
of attracting industry in which merely the "finishing touches" are put on the 
disassembled imported goods before they are re-exported. This implies that a 
very large percentage of the total value exported should consist of goods (in- 
puts) which were previously imported. Viewed in another sense, Hirschman 
favors unbalanced rather than balanced growth. The latter type of growth often 
indicates an industry "complex" in which the total goods imported by the entire 
complex relative to its output are a relatively small share. Or, one can view these 
results in terms of relative specialization of the "world"^^ economy. That is, the 
results prescribe more specialization by the region as a result of the increased 
proportion of imported inputs. 

The import cost ratio used in this analysis does not embody fully the 
entire level of imported inputs. The RDAAP Model can import not only goods 
unable to be produced by the model (the imported input cost ratio used), but 

^^This again represents a dichotomy between the results of profit-type 
regional objectives versus all others. 

^°The BMW Region compared with the rest of the world. 
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also can import goods whose production by the model is possible but not chosen 
in a particular optimal solution. Nonetheless, it seems probable that for most 
industries, the sum of the imported inputs not included in the present import 
cost ratio, would change that ratio only slightly. Thus, the import cost ratio 
used, albeit partially incomplete, should constitute a reasonably accurate surro- 
gate for the cost ratio containing all imported inputs. 

Other Industry Characteristics 

The observations which can be made on the remaining industry economic 
characteristics (independent variables) are not as universal, insofar as their 
statistical reliability over all or most of the eiglit objective functions. Most of 
these observations can be said to be valid for only a reduced number (three or 
less) of objective function types. The results for (skilled labor)/(total labor), 
significant for only two objective functions, have been discussed earlier. The 
fact that these variables show statistical significance in only a few objectives by 
no means diminishes their importance for the planner, particularly if one of 
those objectives is the criterion of importance for a particular region. 

The capital/labor ratio is significant statistically in only three regional 
objective functions—balance of payments, balance of trade, and rate-of-return 
index. In all three cases, as the relative (to labor) requirement of capital in- 
creases, the criterion function worsens (falls). The relative sizes of the BETA 
impacts are quite small among the significant variables for these three regional 
objectives. The results here for increased capital intensity (relative to labor) are 
identical to a majority of the capital-intensive (relative to output) results dis- 
cussed earlier. That is, increased capital intensity, whether to output or labor, 
generally reduces regional criterion function values. The two profit-type regional 
objectives for the capital/output ratio are the exception. However, for capital/ 
labor, the finding for the profit-type objectives is consistent with the majority 
of the capital-intensive results. For the one regional profit-type objective which 
is statistically significant for capital/labor—regional rate-of-return index, less 
capital intensive (relative to labor) industries are more profitable and thus per- 
haps more desirable for potential regional investors. 

These results for the profit-type objectives perhaps can be interpreted by 
recognizing that as capital becomes relatively more abundant, its average profit 
rate of return should fall if profits do not increase in step. If, for an increased 
capital/labor ratio, profits do not increase as rapidly as capital, and if for in- 
creased capital/output profits increase more, the profit rate of return for an 
industry should fall in the former case, and rise in the latter. The regional profit- 
type objective functions used are not strictly regional profit rates of return as 
the objective functions are a regional rate-of-return index and an aggregate re- 
gional profit level. The scenario posited for the relationship between capital 
and profit levels, however, most likely explains the results observed. 

For the two "mercantilist" regional objective functions—balance of pay- 
ments and balance of trade—the typical effect is observed when capital inten- 
sity is reduced for the capital/labor ratio; that is, the objective function values 
rise. Thus, in general, the results here suggest that a less capital intensive (rela- 
tive to labor or output), or a more "cottage-industry" style of development is 
the preferred development scheme for most regional objective functions. 

The industry profit rate-of-return ratio is significant statistically for only 
two regional objectives, the two profit-type objectives. In both cases, as the 
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rate-of-return ratio increases, the objective function value improves. For the rate- 
of-return index objective, this result is perhaps obvious as the individual industry 
profit rates-of-return are included in the index itself. Here, its BETA rank is not 
only first for the regional rate-of-return index objective function, but it also 
exhibits the highest impact among all eight objective functions, for all statisti- 
cally significant independent variables in table 1 ? ^ Similarly, its F value is the 
largest in the entire table. 

As indicated earlier, two or more objectives felt to be of equal importance 
to the planner, group of planners, and the area can lead to conflict. The most 
common potential conflict observed in these results is that levels of industry 
characteristics which lead to the most profitable group of industries sometimes 
lead also to reduced levels of all or most nonprofit types of regional objectives. 
And, levels leading to the least profitable group sometimes lead to greater levels 
of all or most nonprofit types of regional objectives. The industry characteristics 
of transport cost, capital/output, and value added/output exempHfy this phenome- 
non (table 7). 

As a specific example, higher capital/output ratios and lower value added/ 
output ratios imply lower levels of both local wage bill and local employment, 
but these also imply higher levels of both aggregate regional profits and also the 
regional profit rate-of-return index. If the planner wishes to achieve all four of 
these objectives simultaneously, changes in these two variables will not permit 
this, so the planner must consider the explicit tradeoffs among these objectives. 

MULTIPLE REGRESSION RESULTS: 
STEPWISE REGRESSION METHOD 

The second multiple regression method used is the stepwise procedure 
explained earlier. The results will be given for only those observations which 
seem to differ from the results of the general multiple regression technique. In 
general, however, the results are similar for the two methods. The stepwise pro- 
cedure, which is set to eliminate all statistically insignificant (above the 25- 
percent level) independent variables, could have been used alone instead of the 
general method. It was not used alone because the stepwise algorithm available 
does not give results based on standardized variables; hence, it gives no BETA 
coefficients.^ ^ 

For gross regional product, (skilled labor)/(total labor) is significant in 
the general procedure only; for balance-of-payments surplus and local employ- 
ment, it is significant in the stepwise procedure only. Also, the imported input 
cost ratio is significant in the stepwise procedure, but not in the general proce- 
dure, for both profit-type objectives. Tlie reverse is true for the local value- 
added objective function. For the regional profits objective in the stepwise pro- 

^ ^ The BETA rank for the rate-of-return ratio in the regional profits objec- 
tive function is second of the six variables statistically significant for that objec- 
tive. Thus, increased industry rates of return, while important for maximizing 
aggregate regional profits, are not the most important factor, either for relative 
impact (BETA) or statistical F value (second largest). 

^ ^ It would also have been possible to take only the statistically significant 
variables obtained from the stepwise format and rerun them using a general 
multiple regression format, and obtain the standardized variable results as well. 
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cedure, an increased imported input cost ratio leads to a lower profits level. The 
same import ratio increase, however, leads to a rise in the profit rate-of-return 
index in the stepwise procedure, a result which corresponds to that for all non- 
profit type objectives in the general procedure given in table 7. 

In general, for most objectives and independent variables, the stepwise 
and general procedures yield fairly similar results. Of these, usually the approxi- 
mate size and always the sign of the partial (B) coefficients are identical in the 
two procedures. 

For several regional objectives, certain variables which were selected in 
earlier steps as best^ ^ are removed in later steps because they fail to meet the 
25-percent F criterion. The capital/labor and rate-of-return ratios are the only 
examples. This pattern occurs for capital/labor in the gross regional product 
objective, and for the rate-of-return ratio in the local employment regional 
criterion. It occurs also for both of these independent variables in the local 
wage bill objective. The value added/output variable seems to be the one which, 
when selected in the stepwise procedure, causes these two variables to lose their 
statistical significance. 

To ascertain that these results were not due to any mukicollinearity prob- 
lems (variables with high pairwise correlations were already deleted), we 
regressed capital/labor against the rate-of-return and value-added/output vari- 
ables. Multiple R^ was negHgible at 0.0938. The explanation for these inclusion 
and removal patterns may be that when a variable is removed after another vari- 
able has been added in some of these cases the "new" variable, in concert with 
some other variable(s), measures the "same thing" as the deleted variable, and 
eliminates it as a significant explanatory factor.^ "* These patterns show that 
which variables are statistically significant can depend upon the number of in- 
dependent variables being considered. 

CONCLUSIONS 

What information can the analysis in this bulletin convey to a regional 
economic planner? Although these results may apply fairly widely in many dif- 
ferent rural, mukicounty areas, one should be cautious in their use beyond the 
specific application given here. In other words, the type of analysis presented 
here should be stressed perhaps more than any specific observation or result. 
Such an observation or result may depend at least partially upon the study 

The method selects for inclusion the best variable (of those which meet or 
exceed the specified F level) from the nonincluded variables of the previous 
step. 

Another combination of variables, which were thought (theoretically) to 
possibly exhibit a high multiple R^ was tested as a precaution for multicollin- 
earity problems. When VA/O was regressed on L/0 [= (VA/0)/(VA/L)] and 
K/0, the multiple R^ equaled 0.4538, an acceptably low level. VA/O = (Pr/K) 
(K/0) + (W/L) (L/0) + IBT/0 (Indir.Bus.Tax) for each industry. Thus, if Pr/K, 
W/L, and IBT did not vary also for each industry and were fixed values, the 
multiple R^ would have equaled 100 percent. However, all three latter variables 
are at different levels for each industry. Further, as examined for one of the 
eight objectives, gross regional product, the "multicollinearity effect" statistic, 
generated by the regression algorithm, did not suggest any serious multicol- 
linearity problems, with a value of 0.2791. 
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region itself (BMW Region) and the assumptions in the model used (RDAAP). 
There is no way to be certain of this without rerunning the model for another 
area, or using the technique on a different, but similar type of model. 

What options does the use of this multiple regression technique in a linear 
programming context give the planner? He or she can estimate directly the 
regression equation(s) for the specific region and model, and insert the values for 
the independent variables (if estimable) for an industry "candidate" not already 
in the linear programming model. This operation would lead to an estimated 
generalized shadow price for that industry. 

If comprehensive data for independent variables are not easily available, 
the planner can make ordinal (rather than cardinal) comparisons among those 
same candidate industries, using (in the partial sense discussed previously) the 
individual sample partial regression (B) coefficients. For example, if the planner 
is maximizing gross regional product, he or she would select an industry which, 
other things being equal, exhibited a lower capital/output ratio than another 
industry because the inclusion of this industry in the area would, per unit of out- 
put, cause a greater expansion in gross regional product. If standardized variable 
results are used (BETA regression coefficients), more meaningful comparisons 
can be made among both dependent and independent variables. 

It is this researcher's contention that comparison analysis will likely be 
more meaningful than analysis which attempts to estimate the generaUzed 
shadow prices precisely. That is, comparison analysis represents more an ordinal 
sense and exact estimation, more a cardinal sense. It is doubtful in any case 
whether the precision in estimation of independent variables will be accurate 
enough to render precise shadow price estimation. Also, the time and/or cost 
involved may be excessive. In general, however, most planners probably would 
not require such precision, and this regression method can provide them with 
less specific "rules of thumb." For example, they may wish to know (tables 4-7) 
that both the aggregate local wage bill and total local employment increase, 
other things being equal, by introducing industries with low transport require- 
ments, but they may not need to know the precise sizes of those increases. 

In a more theoretical sense, one can say that the linear programming 
economic planning model gives optimal results which describe only the shadow 
prices and the specific SIC industry pertaining to each such price. But the mul- 
tiple regression technique used here reveals the underlying economic explana- 
tions for the behavior and results of the linear programming model near its 
optimal corner solution. That is, the regression analysis summarizes and inter- 
prets these resuks in terms of economic factors which perhaps are of more use 
for the regional planner than the programming output alone. Further, the linear 
programming output is reduced in "volume" because the focus is shifted from 
the number of SIC's and shadow prices in the model to more easily understood 
industry economic characteristics. 

For a sufficiently high multiple R^, and high statistical F values for both 
the whole equation and partial regression coefficients, the statistically significant 
characteristics perhaps may be considered causal, or at least correlative determi- 
nants of the economic behavior and results of the planning model (near the 
optimal corner solution). This line of reasoning, however, should not be stressed 
excessively, in the absence of economic theory to support it. Such conclusions 
are somewhat tentative or exploratory in the absence of sufficient corroborative 
evidence from other sources. Nonetheless, while the linear programming model 
would seem to illuminate just one characteristic of an industry—the SIC number 
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or commodity type—the regression analysis expands the understanding to in- 
clude nine more such factors or characteristics. 

More generally, whether or not an economic-type linear programming 
planning model is involved, multiple regression analysis can be a useful summary 
of any linear programming printout, if one can devise some potential explana- 
tory factors for the problem which can be hypothesized to have some effect on 
the generalized shadow prices. Such a technique might prove especially useful if 
the results of the programming analysis were extremely numerous and difficult 
to understand. In other words, multiple regression may be able to translate the 
linear programming output into a more meaningful form for many users of the 
research. 

Some of the specific results—such as the recommendation of industries 
with low transport costs and reduced use of scarce resources (such as man- 
agerial and skilled labor)-concur with the conventional planning wisdom. But 
many do not. For example, it is often felt that rural areas should attempt to 
attract low-wage industry. The results for seven regional objectives indicate 
that high average wage industries may be preferable (because they are also highly 
labor productive). And, to the extent that such wisdom also implies that 
industries to be attracted should exhibit low value added and low aggregate 
wage per unit of output, the results here suggest that such a poUcy may not 
maximize most regional (non-profit-type) objectives. 

It is also often suggested that a large infusion of capital is necessary for 
economic growth. Whue investment capital is obviously needed for regional 
growth, this should not imply (as it often does) that capital intensity need be 
great for most individual industries for an area to achieve many aggregate goals. 
In fact, the negative relationship between capital/output and most regional 
objectives tends to imply the converse. In addition, some economic development 
strategies for less developed regions have stressed the need for industrial com- 
plexes, with their impUed low import requirements. These complexes have been 
suggested as being best for the planning area so that it can achieve more balanced 
growth and independence from other areas. The results here suggest that higher 
import requirements are associated with larger increases in most regional objec- 
tives. 

In all three of the above regression results which tend to contradict the 
conventional planning wisdom, there is an implied opportunity cost (foregone 
increments in the current objective function level) in pursuing each of these 
conventional strategies. This cost may exceed any benefit obtained from imple- 
menting such a strategy, but this topic has not been explored. 
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THIRD CLASS 

s Economics, Statistics, and Cooperatives Service 

The Economics, Statistics, and Cooperatives Service (ESCS) collects 
data and carries out research projects related to food and nutrition, 
cooperatives, natural resources, and rural development. The Economics 
unit of ESCS researches and analyzes production and marketing of 
major commodities; foreign agriculture and trade; economic use, con- 
servation, and development of natural resources; rural population, 
employment, and housing trends, and economic adjustment problems; 
and performance of the agricultural industry. The ESCS Statistics unit 
collects data on crops, livestock, prices, and labor, and publishes official 
USDA State and national estimates through the Crop Reporting Board. 
The ESCS Cooperatives unit provides research and technical and educa- 
tional assistance to help farmer cooperatives operate efficiently. 
Through its information program, ESCS provides objective and timely 
economic and statistical information for farmers, government policy- 
makers, consumers, agribusiness firms, cooperatives, rural residents, 
and other interested citizens. 


